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Coriolis effects on fingering patterns under rotation
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The development of immiscible viscous fingering patterns in a rotating Hele-Shaw cell is investigated. We
focus on understanding how the time evolution and the resulting morphologies are affected by the action of the
Coriolis force. The problem is approached analytically and numerically by employing a vortex sheet formal-
ism. The vortex sheet strength and a linear dispersion relation are derived analytically, revealing that the most
relevant Coriolis force contribution comes from the normal component of the averaged interfacial velocity. It
is shown that this normal velocity, uniquely due to the presence of the Coriolis force, is responsible for the
complex-valued nature of the linear dispersion relation making the linear phases vary with time. Fully nonlin-
ear stages are studied through intensive numerical simulations. A suggestive interplay between inertial and
viscous effects is found, which modifies the dynamics, leading to different pattern-forming structures. The
inertial Coriolis contribution plays a characteristic role: it generates a phase drift by deviating the fingers in the
sense opposite to the actual rotation of the cell. However, the direction and intensity of finger bending is
predominantly determined by viscous effects, being sensitive to changes in the magnitude and sign of the

viscosity contrast. The finger competition behavior at advanced time stages is also discussed.
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I. INTRODUCTION

Understanding of the nonlinear response of fluid flows to
external excitations is a subject of major importance in many
areas of fluid dynamics [1-3]. In particular, the shape evolu-
tion of incompressible liquid drops under rotation [4-6], and
the spreading of thin liquid films on rotating substrates
[7-11] has attracted a long-standing interest, constituting an
exciting problem in the area of nonlinear phenomenology.
Within a broad class of pattern-forming problems in rotating
fluid systems, the phenomenon of viscous fingering in rotat-
ing Hele-Shaw cells [12,13] is a relatively simple example of
morphological instability, involving nontrivial interfacial be-
havior.

The rotating Hele-Shaw problem is a variation of the tra-
ditional viscosity-driven Saffman-Taylor instability [14], in
which the cell rotates and the centrifugal force induces inter-
face destabilization driven by the density difference between
the fluids. Since the initial work of Schwartz [12] and Car-
rillo et al. [13] on the flow of confined fluids in rotating
Hele-Shaw cells, a considerable amount of research has been
undertaken on this topic (see, for instance, [15-32] and ref-
erences therein). These theoretical and experimental works
study a variety of issues and focus on comprehending the
morphology and complex dynamics of the emerging patterns.
Despite the large number of investigations, relatively little
attention has been paid to the effects due to the Coriolis
force, which is usually neglected. Curiously, with the excep-
tion of the original work by Schwartz [12], only very re-
cently have a few research groups been devoted to examine
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the role of the Coriolis force in rotating Hele-Shaw flows
[27-32].

The insertion of the Coriolis force into the problem fol-
lows two different theoretical approaches: in Refs. [12,31,32]
the Coriolis force contribution is included in an ad hoc man-
ner, so that it is added directly in a gap-averaged two-
dimensional (2D) Darcy’s law. On the other hand, in Refs.
[27-30] a more rigorous and systematic procedure is fol-
lowed, where the Coriolis force term is introduced already at
the level of the 3D Navier-Stokes equation. Comparison be-
tween these two approaches supports the generality of the
first-principles method employed in [27-30], indicating that
the more informal strategy carried out in [12,31,32] can lead
to errors already at early stages of pattern evolution.

Another noteworthy point refers to a suitable description
of the fully nonlinear stages of interfacial growth when the
Coriolis force is taken into account. In addition to being
relatively scarce, the majority of the studies considering Co-
riolis effects for immiscible flow in rotating Hele-Shaw cells
are restricted to purely analytical calculations addressing lin-
ear [27-30] or weakly nonlinear [29] aspects of the dynam-
ics. To this day, the single numerical study of the immiscible
flow system is precisely the one performed in [12], which
uses a boundary-integral technique to simulate the nonlinear
evolution of simple two- and three-fingered droplet shapes.
For the case involving miscible fluids there are a few recent
numerical studies (using spectral methods) including Corio-
lis forces [31,32], but they follow Schwartz’s ad hoc ap-
proach. Therefore, the more advanced stages of the problem
have not yet been appropriately modeled or thoroughly ex-
plored.

In contrast to usual studies in effectively 2D rotating
Hele-Shaw flows, the effects of the Coriolis force have been
investigated and revealed by numerical simulations [11] and
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laboratory experiments [33] of 3D spin coating. This phe-
nomenon consists of the free surface flow of a thin liquid
drop spreading on a rotating horizontal substrate, being a
topic of considerable scientific and practical importance
[7-11,34,35]. In these spin-coating investigations [11,33] it
has been shown that typical Coriolis effects, like the devia-
tion of the outward motion of the rotating fluid in the direc-
tion opposite to actual rotation of the substrate, could be
characterized by a rotating Reynolds number (relative mea-
sure of inertial to viscous forces). Curiously, a similar type of
chiral growth has been already experimentally verified in
confined rotating Hele-Shaw flows [22] when a high-density
and low-viscosity fluid is used. Even if this is not the case,
chiral structures may also arise for sufficiently large angular
velocities of the Hele-Shaw cell. This peculiar fingering be-
havior and its complex fully nonlinear time evolution have
not yet been properly modeled by numerical simulations. In
addition, the experimental verification described in Ref. [22]
seems to indicate that inertial corrections, which are com-
monly neglected in Hele-Shaw problems, may actually have
a significant role in such confined rotating flows. Both the
lack of an appropriate numerical description and the sugges-
tive possibility of introducing inertial corrections into a
Saffman-Taylor-like problem motivated us to study the Co-
riolis force effects in the rotating Hele-Shaw system.

In this work, we perform intensive numerical simulations
of the rotating Hele-Shaw problem with immiscible fluids,
focusing on the influence of the Coriolis force on the mor-
phology and dynamical behavior of the fluid-fluid interface
at fully advanced time stages. By employing the more rigor-
ous approach proposed in Refs. [27-30], in Sec. II we for-
mulate an adapted vortex sheet description of the interface.
In addition to deriving a vortex sheet strength for the prob-
lem in Sec. II A, a linear dispersion relation is obtained ana-
lytically in Sec. II B, revealing that the major effects of the
Coriolis force come from the normal component of the av-
eraged interfacial velocity. This normal component influ-
ences the interface evolution in a nontrivial way, introducing
a phase drift responsible for an angular deviation of the fin-
gering structures from purely radial growth.

Section III simulates numerically and discusses the varia-
tions in the patterns’ morphology due to Coriolis force ef-
fects. In Sec. IIT A our numerical study discloses an interest-
ing coupling between the rotational Reynolds number and
the viscosity contrast (dimensionless viscosity difference)
which determines the fully nonlinear behavior of the evolv-
ing interface. We show that this interplay may have an im-
pact on the pattern’s time evolution and on their resulting
morphologies. An excellent agreement is found between our
analytical and numerical results. The outcome of finger com-
petition events at fully advanced time stages under the Cori-
olis force is discussed in Sec. III B. A brief summary of our
main results is presented in Sec. IV.

II. VORTEX SHEET FORMALISM INCLUDING
CORIOLIS EFFECTS
A. Theoretical approach and basic equations

The physical system of interest is a rotating Hele-Shaw
cell of plate separation b containing two immiscible, incom-
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FIG. 1. (Color online) The Hele-Shaw cell rotates in the clock-
wise direction around a perpendicular axis passing through its cen-
ter with constant angular velocity (). The inner fluid is more dense
so that the interface is centrifugally unstable resulting in the forma-
tion of nontrivial fingering structures.

pressible, viscous fluids of densities P and viscosities 7js
where j=1 (j=2) labels the outer (inner) fluid. Between the
fluids there exists a surface tension o. We focus on the cen-
trifugally induced motion where p, > p;, but allow the inner
fluid to be either more or less viscous than the outer fluid
(Fig. 1). The cell rotates in the clockwise direction around an
axis perpendicular to the plane of the flow (z axis) with con-
stant angular velocity (). The rotating coordinate system is
defined in such a way that its origin is located at the center of
the cell. The initial interface is a circle of radius R, which is
centrifugally unstable, leading to complex pattern-forming
structures.

Our theoretical study is based on the vortex sheet repre-
sentation for Hele-Shaw flow [36,37]. We adapt this formu-
lation to study flow in a rotating Hele-Shaw cell with the
inclusion of the Coriolis force and develop a numerical code
to access fully nonlinear stages of the pattern formation dy-
namics. The basic hydrodynamic equation of the system is a
generalized Darcy’s law, which relates the pressure field and
the two-dimensional flow velocity as

1279, A
VPJ:—?L[EJV]—FJ(ZXVJ)]’ (1)

where v; represents the 2D gap-averaged velocity in each
fluid and Z is the unit vector along the direction perpendicu-
lar to the cell. The centrifugal contribution is conveniently
incorporated into a reduced pressure P;=p;—p,Q*r?/2,
which couples the hydrodynamic pressure p; to purely cen-
trifugal effects, where r is the distance to the rotation axis.
Notice that () appears squared in the centrifugal term, since
the effect of the rotation cannot depend on its sign. Equation
(1) is derived by conveniently inverting Eq. (3) in Ref. [29],
which expresses v; in terms of P;.

At this point we call the reader’s attention to the relative
importance of the Coriolis force contribution with respect to
other inertial forces which have been neglected in the deri-
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vation of the generalized Darcy-like law shown in Eq. (1).
As usual, it can be obtained by averaging the 3D Navier-
Stokes equation over the gap direction. It has been shown in
Ref. [27] that, although the “standard” inertial terms [du/dt
+(u-V)u] (where u denotes the 3D flow velocity) appear in
the original Navier-Stokes equation, they are later dropped
by virtue of the assumed smallness of some reduced Rey-
nolds numbers. On the other hand, the Coriolis force term
survives under such a gap-averaged procedure. So, under the
usual high-aspect-ratio (R/b>1) circumstances of rotating
Hele-Shaw flows, the Coriolis force effects related to a rota-
tional Reynolds number are more relevant than other inertial
contributions. Therefore, even though the “standard” inertial
terms are negligible and do not contribute to Eq. (1), Coriolis
effects are indeed significant and can play an important role
in rotating Hele-Shaw flows.

The Coriolis force terms E; and F; in Eq. (1) are compli-
cated functions of the rotational Reynolds numbers of the
fluids,

Qb?
Re;= 2= 2)
expressed as
C; D,
iT 2, p2 YiT 2, 2 (3)
Cj +Dj Cj +Dj

where

sinh V12 Re; - sin V12 Re;

Cj= | T | 5 (4)
2 Re;V12 Rej[cosh V12 Re; +cos V12 Rej]
1 sinh V12 Re; + sin V12 Re; 5)

D= - e
) Re; V438 Re;[cosh VI2 Re; +cos V12 Re)]

Notice that by using expressions (4) and (5) and expanding
to lowest nonzero order in the Reynolds number, we obtain

1 D;
Ci=—3, 4~6Rej,
1+'}/Rej Cj

with y=204/35~5.83 and €=12/5=2.4.

We stress that in opposition to most situations in Hele-
Shaw geometry, the inclusion of the Coriolis force naturally
introduces an inertial correction into the problem which is
expressed by the Reynolds numbers (2). They work as con-
trolling parameters that regulate the strength of the Coriolis
effects. By taking the zero-Reynolds-number limit
(Re;— 0) of Eq. (1), we obtain that C;=1, D;=0, and conse-
quently £,=1, F;=0, so that the usual Darcy’s law equation
for a rotating Hele-Shaw cell without Coriolis forces [13] is
recovered. Observe that unlike the centrifugal contribution,
the Reynolds number [Eq. (2)] is proportional to ) so that it
can formally assume either positive or negative sign, depend-
ing on the direction of rotation of the Hele-Shaw cell. That
being said, throughout this work we take () as being positive
if the cell rotates in the clockwise direction, meaning that
Re;=0.

We now derive an equation for the vortex sheet strength
v=(v,—V,)-8§, which expresses the discontinuous jump in the
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tangential component of the velocity across the fluid-fluid
interface. By taking the dot product of the generalized Dar-
cy’s law [Eq. (1)] with the unit tangent vector along the
interface, §=d,r=4r/ds, both in fluid 1 and in fluid 2, then by
subtracting the resulting expressions, we solve for the vortex
sheet strength to obtain, after some algebra, a dimensionless
expression for the vorticity

v=2[aw -8 - Bw- i+ 8(Bdk—ri-8§)], (6)

where h is the unit normal vector pointing from fluid 2 to
fluid 1 and t denotes a unit vector pointing radially outward.
The evolution of the interface position reads
dr(s,t)
dt

A

n=w(s,7) -n, (7)

where the self-consistent equation for the average velocity of
the interface, w(s,)=(v,+v,)/2, is given by the Birkhoff
integral formula [36,38]

1
w(s,r)=—P f ds’
217

where “P” means a principal-value integral and s is the
arclength. To obtain the actual time evolution of the inter-
face, Eq. (6) has to be solved with w given by Eq. (8),
yielding a complicated integro-differential equation for the
vorticity.

In deriving Eq. (6) we have used (i) the pressure jump at
the interface p,—p,;=o0k, where k denotes the interface
curvature, and (ii) the kinematic boundary condition
(vi=V ,)-0=0, which refers to the continuity of the normal
velocity across the interface. The vortex sheet strength equa-
tion is made dimensionless by rescaling lengths by R and
velocities by U=[b’R(p,—p;)Q*1/[12(7,+ 1,)]. In Eq. (6)
the effect of the Coriolis force is nontrivially embedded in
the parameters

X [r(s,0) - v(s',0]
|r(S,f)—r(s'7[)2 s,  (8)

[ U+A)E-(1-A)E, | .
Tl U+A)E+(1-A)E, |’ ©

[(1+A)F, - (1-A)F, |

p= (1 +A)E, +(1-AE, |’ (10)

o= 2 (11)
LA +A)E+(1-A)E, |
where
A= Th— 1 (12)
Mt M

denotes the viscosity contrast (-1 <A<+1). In addition,
B=0/[R*Q*(p,—p,)] is an effective surface tension coeffi-
cient [29] which measures the ratio of capillary to centrifugal
forces, being related to the typical number of fingers formed
at early dynamical stages as n*=\[1+(1/B)]/3.

The most distinguishing aspect of Eq. (6) is that the co-
efficients «, B, and & depend on both Re ; and A, unveiling an
interesting coupling between these two quantities in deter-
mining the action of the Coriolis force at fully nonlinear
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stages. If the zero-Reynolds-number limit of Eq. (6) is taken,
we obtain that a=A, 8=0, and 6=1, so that it reproduces the
result obtained when Coriolis forces are not taken into ac-
count [25]. Hereafter we denote the vortex sheet strength for
the situation that neglects Coriolis effects as yyc.

It is appropriate to say that when the Coriolis force is
present the parameter « acts as a sort of an effective viscos-
ity contrast (weighted by the Reynolds numbers), whereas
arises as the most legitimate Coriolis contribution that regu-
lates the magnitude of the term involving the normal com-
ponent of the average interfacial velocity w. Note that this
important term (~w-n) of Eq. (6) completely disappears if
Coriolis force effects are not considered.

B. Linear dispersion relation in the vortex sheet formalism:
Effects of the normal velocity term

Before investigating the fully nonlinear behavior of the
system through numerical simulations, we focus on the early
linear stages of the interface evolution and calculate a linear
dispersion relation using the vortex sheet approach intro-
duced in Refs. [20,39]. This will allow us to write the dis-
persion relation in very simple terms relating the cases with
and without Coriolis force in a convenient and elegant way.

We start by expressing the dynamical equation in polar
coordinates (r, 6), so that Eq. (8) becomes

I 1% sin(6, - 6
w;=2—PJ L VR
T Jo ri+r;=2rrycos(6,— 6))
(13)
1 T i —ricos(6,—6)
W(QZZ_PJ 2 122 2 = ¥(6,)d0,,
a 0 r1+r2—2r1r2008(02—91)
(14)

where ¥=\1+(r,/r)*> (v,=v,)-§ and we have used the nota-
tion #(0,,0)=ry, r(6,,0)=r,.

We follow Refs. [20,39], which presented a systematic
method to derive an evolution equation of the interface in
real space up to a given order in nonlinear couplings. The
different orders of mode coupling are ordered as powers of a
“bookkeeping” perturbative parameter €. Under such circum-
stances, the evolution of the interface [Eq. (7)] takes the form

%:M[r]+8N[r]+ LR (15)

where M[r] and N[r] are nonlocal operators on function
r(6,1), including nonlinearities of order n+1 in the term of
order &". Note that the fundamental difference between the
equations obtained in Ref. [20] and those we are currently
deriving arises from the fact that our vorticity expression
[Eq. (6)] incorporates the Coriolis effects.

It can be easily checked that the zeroth-order expansions
of vorticity and w fulfill 3*=0, WE;O):O, and w(fo)=0, leaving

the linear equation for the interface evolution as
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dr 1
2w o ~1)

=w.'=—H s 16
=W = LY (16)
so we have only to obtain the value of 3. In order to find
this missing piece we use the expression for the case without
Coriolis force,

Ine=—2B(r+ropg+ro, (17)
and making a standard perturbative expansion (see [20] for
details) we get

B ro
7= 0% - SHAFL, (18)

where H[f] is the Hilbert transform in angular coordinates
of the function f. Note that the subscript 6 in operator H
indicates the argument of the Hilbert transform, not a deriva-
tive.

We point out that, contrary to the case which neglects
Coriolis effects, now the first-order expression for the vortic-
ity obeys an integro-differential equation. To solve it, on the
right-hand side of Eq. (18) we write 3! iteratively and apply
the property of the Hilbert transform H [ H f]]=—f to obtain

B
S HAe - B, (19)

7= e -
Isolating the value of 3", introducing it into Eq. (16), and
taking the Fourier transform, we find the dimensionless lin-
ear dispersion relation

A(n) = [1—isgn(n)BI\yc(n), (20)

")
1+ 3
where

Ave(n) =[n|[1 - B(n* - 1)] (21)

is the linear growth rate for the case without Coriolis effects,
with n denoting the discrete azimuthal wave number. Note
that, as opposed to Ayc(n), A(n) is a complex quantity, so
that perturbations grow (or decay) at a rate \(n) given by the
real part of Eq. (20). The imaginary part of Eq. (20) has an
interesting physical interpretation since perturbations also
undergo a phase modulation given by Im[A(n)], which rep-
resents unstable fingers that tend to move in the sense oppo-
site to the rotation of the Hele-Shaw cell due to inertial Co-
riolis effects. The chiral symmetry breaking, distinctly
manifest in the imaginary part of the linear dispersion rela-
tion, is indeed a fundamental change introduced by the Co-
riolis force. Due to the fact that the linear dispersion relation
is a complex-valued quantity, we have that the linear phase
of a mode n varies with time as ¢,(z)=Im[A(n)]t+ ¢,(0).
Note that when the Coriolis effects are neglected
(Im[A(n)]=0), the resulting linear phase is constant in time.
It is also worth noting that the negative sign in front of the
imaginary part of Eq. (20) implies a phase drift in the coun-
terclockwise direction. Moreover, observe that the linear dis-
persion relation for mode —n is the complex conjugate of the
linear dispersion relation for mode n, ensuring that the func-
tion representing the fluid-fluid interface is indeed real for all
times. We have verified a perfect agreement between our Eq.
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FIG. 2. Comparison of the numerical evolution of the amplitude
of a pure cosine mode n=6 with the analytical prediction for the
linear dispersion relation for three different values of 3. For each S,
simulation and analytical predictions are indistinguishable. Param-
eters B=1072 and d=1.

(20) and an alternative expression derived in Ref. [29] [their
Eq. (10)] by a different perturbative approach.

The Coriolis force generates the normal velocity term in
the vorticity [term involving B in Eq. (6)], which slows down
the growth of the modes, but which does not affect their
basic stability behavior: by inspecting Eq. (20) it can be seen
that both the mode of maximum growth and the largest un-
stable mode are exactly the same as those obtained without
including Coriolis effects. Moreover, we also observe that 8
generates the phase drift, while « plays no role in Eq. (20).
Basically all the effects of the Coriolis force at the linear
level come from the averaged normal velocity term, intro-
ducing a prefactor plus a phase drift. With the help of the
linear dispersion relation, we can have a better understanding
of how the Coriolis force comes into play, being mainly
through the coefficient 8, and its effects on the vorticity.

Now, we proceed to assess the relevance of the linear
dispersion relation and to check the numerical code we use
to simulate the vortex-sheet equation. Our first task is to
check if the growth of a linear mode in our simulations fits
the evolution dictated by the real part of Eq. (20). To this end
we simulate the evolution of a pure cosine mode with n=6.
In Fig. 2, we plot the amplitude of this mode as a function of
dimensionless time for three different values of 3, but where
5=1 and B=1072 are kept constant. By inspecting Fig. 2 two
important main conclusions can be drawn. First, the analyti-
cal prediction and the results of the simulation are literally
indistinguishable. This excellent agreement indicates that the
linear regime easily reaches a 10% growth in the amplitude
of a given mode n. Second, we can clearly see the effect of
increasing B in slowing down the growth. The larger the
magnitude of B, the lower is the growth and the longer it
takes to leave the linear stage. In other words, the character-
istic time of the interface is increased with a 1+ 3 scaling.

More interesting, perhaps, is the tracking of the effects of
the imaginary part of Eq. (20). By setting an initial condition
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FIG. 3. Comparison of the numerical evolution of the phase drift
of the maximum point of the interface of a pure cosine mode
n=6 with the analytical prediction for the linear dispersion relation
for two different values of . For each £, simulation and analytical
predictions are indistinguishable. Parameters B=10"> and &=1.

of a pure cosine mode n for the linear evolution, we can
obtain how the position of the interface maximum
changes with time. Expressing the interface as r(6,¢)
=1+ exp{Re[A(n)]}cos(n{6— 6y—Im[A(n)]t/n}),  where
<1 and Re[A(n)] denotes the real part of the linear disper-
sion relation, we notice that the position of the interface
maximum is 6,,,,= 6y+Im[A(n)]s/n. Figure 3 compares this
prediction from the linear dispersion relation with the real
movement of the peaks in the amplitude, which gives the real
image of the phase drift that is so typical in the dynamics
with Coriolis effects. In Fig. 3 we plot the time evolution for
this phase drift following the analytical prediction and the
numerical results, and find both to be indistinguishable. In
particular, we plot the cases 8=-2 and B=1 for B=10"2 and
6=1 to show how different signs in 8 mean different direc-
tions of motion: (i) a positive B indicates a clockwise rota-
tion of the Hele-Shaw cell and a counterclockwise phase
drift of the interfacial pattern, (ii) while a negative sign in B
indicates a counterclockwise rotation and a corresponding
clockwise phase drift. The impeccable match between the
analytical and numerical results illustrated in Figs. 2 and 3 is
reassuring and provides a welcome validation of our simula-
tion method.

To gain a better understanding on the relations between
the parameters involved in the vortex sheet formalism (a, 3,
and &) and the relevant physical quantities of the problem,
we consider the situation where the centrifugally induced
instability is maximized because the inner fluid is much
denser than the outer one (p,>p;). We will consider p,; =0
and hereafter we will drop the subscript 2 for the Reynolds
number of the inner fluid so that Re,=Re. Under these con-
ditions, in Fig. 4 we plot the dependence of the vortex sheet
parameters on the viscosity contrast for different values of
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FIG. 4. Variation of the parameters (a) a, (b) B, and (c) & as a
function of the viscosity contrast A for three different values of the
Reynolds number Re: 0 (light gray curves), 1 (dark gray curves),
and 3 (black curves).

~

s

the Reynolds number. Notice that fluids with higher density
but extremely low viscosity (such as those with A=—1) are
indeed very difficult to find in practice; nevertheless, we plot
the whole range for A so that we can see the general ten-
dency.

PHYSICAL REVIEW E 78, 026305 (2008)

(a) (b)

(c)

FIG. 5. (Color online) Numerical simulations showing the time
evolution (left panel) and the final shapes (right panel) of typical
fingering patterns in a rotating Hele-Shaw cell for viscosity contrast
A=-0.8. For the time evolution the growing patterns are plotted on
top of each other, where darker colors mean larger time. The final
pattern is depicted in black. In the top row [(a) and (b)] the Coriolis
effects are neglected (Re—0), and in the bottom row [(c) and (d)]
they are included, with Re=1.

From Fig. 4(a) we notice that a closely resembles the
viscosity contrast A. In practical terms the errors introduced
if we take « as A are quite small, so at first order « can be
still understood as the viscosity contrast. Following the same
reasoning in Fig. 4(c) we can see that & is considerably close

(@) (b)

()

FIG. 6. (Color online) Similar to Fig. 5, except that A=0.
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(a) (b)

(©)

FIG. 7. (Color online) Similar to Fig. 5, except that A=+1.

to one no matter the value of the viscosity contrast. Only for
very high Re can we find that § falls by 30% for larger
viscosity contrast. So Jis at first order one minus a relatively
small correction. In light of this behavior, the influence and
relation between £ and the Coriolis effect is evident. Figure
4(b) shows how B grows strongly as Re increases. But more
remarkably, the effect of the viscosity contrast on 8 is very
significant. As expected, in the improbable case of having
A=-1 we would not see any Coriolis effect. However, for
the same Reynolds number a zero viscosity contrast typically
reduces by half the full effect of the Coriolis force obtained
with A=1.

We can conclude that the vortex sheet formalism shows
how the Coriolis effects enters the dynamics by introducing a
normal velocity component which generates a phase drift in
the patterns and slows down the dynamics. The analysis also
shows how lower values of the viscosity contrast strongly
reduce the effect of the Coriolis force by reducing the
strength of the normal velocity component in the vorticity.

III. NUMERICAL RESULTS AND DISCUSSION

A. Morphological changes due to Coriolis effects at fully
nonlinear stages

Numerical simulations illustrating the combined effect of
the Reynolds number Re and the viscosity contrast A on the
shape of the patterns are depicted in Figs. 5-7 for three dif-
ferent values of A: A=-0.8 (Fig. 5), A=0 (Fig. 6), and
A=+1 (Fig. 7). In all these three figures, the rows are ar-
ranged according to the value of Re: in the top row [(a) and
(b)] the Coriolis effects are completely neglected (Re—0),
whereas in the bottom row [(c) and (d)] they are taken into
account, assuming that Re=1. The column on the left shows
the time evolution of the interfaces, where the color coding
(white, gray, and black) for the overlaid patterns is such that
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darker colors mean longer times. The interfaces are plotted in
this fashion to facilitate comparison between the time evolu-
tion for the cases with and without Coriolis effects. In order
to better contrast the morphological features of the resulting
shapes, a snapshot of the final pattern (in black) is presented
in the right column.

We emphasize that these numerical simulations begin
with the same initial state of a circle centered on the axis of
rotation with a small amount of random noise distributed in
the first 50 azimuthal modes. It is important to note that the
final shapes shown in Figs. 5-7 are not equilibrium states
and that the simulations were stopped before the complicated
pinch-off process. Observe that the data are presented as seen
in the rotating frame of reference in which the Hele-Shaw
cell appears stationary. In Figs. 57, without loss of general-
ity, we take a characteristic value for the dimensionless sur-
face tension parameter given by B=1073.

First, we observe the time sequence and the resulting pat-
terns shown in Fig. 5 for a large negative value of the vis-
cosity contrast, or A=—0.8, when the effects of the Coriolis
force are absent [Fig. 5(a) and 5(b)] and present [Fig. 5(c)
and 5(d)]. In the absence of the Coriolis force we observe
that the fingering structures evolve along the radial direction,
resulting in a final pattern presenting petal-like shaped fin-
gers. From Fig. 5(b) we see that the outgrowing fingers are
notably wider at the tips and eventually tend to pinch at the
bottom. On the other hand, by inspecting the evolution in the
presence of Coriolis effects [Fig. 5(c)] we verify that the
emerging fingers no longer evolve exclusively along the ra-
dial direction, but present a discreet tendency to turn in the
counterclockwise direction as time progresses. The patterns
in Fig. 5(c) rotate as they grow, revealing a phase drift in-
duced by Coriolis effects, in accordance with the analytical
linear predictions of Sec. II B. Apart from this small angular
deflection the final patterns depicted in Figs. 5(b) and 5(d)
are rather similar. By contrasting Figs. 5(b) and 5(d) we ob-
serve that in Fig. 5(d) the fingers are just slightly bent and
Coriolis effects mostly seem to suppress the growth of
smaller fingers, while favoring a tendency toward pinch-off
at the bottom of larger balloon-shaped fingers. The behavior
illustrated in Fig. 5 indicates that Coriolis effects are actually
small for large and negative values of A. In fact, it can be
readily verified from Egs. (9)—(11) that, if centrifugal driving
is maximized, regardless the value of Re the influence of the
Coriolis force tends to become increasingly unimportant as
A——1. This fact reiterates the interconnection between A
and Re in determining the strength of the Coriolis effects: in
order to induce increasingly larger contributions from the
Coriolis force, one need not merely consider higher values of
Re, but also values of A=0 [29].

In Fig. 6 we examine the main changes induced by Cori-
olis effects when A=0. It can be seen from Figs. 6(a) and
6(b) that the time sequence without Coriolis effects results in
fingers that tend to stretch quite strongly along the radial
direction, leading to the formation of fairly long and rela-
tively thin filamented structures presenting bulbous ends. Ul-
timately, pinch-off phenomena tend to occur close to the end
of these elongated filaments. The behavior under the action
of Coriolis force [Figs. 6(c) and 6(d)] is a bit different: first,
the outward growth is visibly damped and nonradial. More-
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over, if compared to Figs. 5(c) and 5(d) for the case
A=-0.8, we observe a stronger phase drift in the counter-
clockwise direction, indicating that the Coriolis effects are
comparatively more intense for A=0. Even though the final
number of fingers is the same in Figs. 6(b) and 6(d), the
Coriolis force clearly restrains finger stretching, but still
tends to favor the occurrence of pinch-off near the finger
tips. This occurs due to inertia, since the Coriolis force tends
to move the unstable fingers “backwards” favoring finger
break up. Note that the time scale it takes to stretch a finger
is also related with the characteristic time of the linear dis-
persion relation, so the general slowdown of the dynamics
also affects the stretching. In addition, when A=0 we see that
fingers are bent toward the counterclockwise direction (same
direction as the overall pattern phase drift). Therefore, when
A=0 one can already observe very clearly three basic growth
mechanisms induced by the Coriolis force: restrained radial
growth, pattern phase drift, and finger bending.

We proceed by discussing the case of the largest, positive
viscosity contrast A=+ 1. Without adding Coriolis [Figs. 7(a)
and 7(b)] radially growing, branched structures are found,
showing no tendency toward pinch-off. For this value of A
the differences between the cases without and with Coriolis
are pronounced. Note in Fig. 7(c) the salient counterclock-
wise rotation (phase drift) of the growing patterns as time
advances. On the other hand, Fig. 7(d) illustrates an evident
clockwise turning of the finger tips, indicating that the direc-
tions of finger bending and droplet phase drift are in oppo-
sition when A=+1. Recall that these directions coincide
when A<0 [Figs. 5 and 6].

The finger-bending behavior for the cases A=-0.8 and
A=0 is somewhat expected in the sense that, naively speak-
ing, Coriolis forces should tend to deviate the outward mo-
tion of the denser (inner) fluid in the direction opposite to the
actual rotation of the cell. Although this is not always the
case, we observe this tendency. However, this is not what is
shown for the situation A=+1, where the fingers systemati-
cally bend in the clockwise direction, which is in fact the
rotation direction of the cell itself. This peculiar phenomenon
for A=+1 can also been observed in the simulations per-
formed by Schwartz [12]. We have also corroborated this
behavior, performing simulations with a reduced number of
fingers, and the general behavior is the same; drops always
bent in the direction opposite to the phase shift for A=+1
while the bending is reduced and sometimes difficult to as-
sess in which direction they are really bending, including the
possibility, as seen in Fig. 6, of one finger bending in one
direction and the neighbor bending in the other direction.
This is indeed a nontrivial fully nonlinear behavior, and at
this point we do not have a definite explanation for the dif-
ferent orientation of the finger bending and the phase drift
depicted in Fig. 7(c). One possible contributing factor for the
“counterintuitive” bending direction exhibited in Fig. 7(c)
could be viscous shear as the counterclockwise drift of the
more viscous inner fluid causes a clockwise flow of the less
viscous outer fluid, which in turn deviates the tips of the
inner fluid fingers along the clockwise direction. In any case,
the behavior illustrated in Figs. 5-7 suggests that the direc-
tion and intensity of finger bending have a dependence on
viscous effects. Conversely, the direction of droplet phase
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drift remains unchanged as A is varied in Figs. 5-7, being
solely determined by inertial Coriolis effects.

From Fig. 7(d) it can be also anticipated that the Coriolis
force favors thinning of the fingers close to their tips, even-
tually leading to pinch-off. This is in clear contrast with the
corresponding situation depicted in Fig. 7(b) (without Cori-
olis force) where the width of the fingers is approximately
constant along their lengths, so that there is no fluid accumu-
lation at the finger tips and no clear tendency toward pinch-
off.

B. Finger competition dynamics under Coriolis effects at fully
nonlinear stages

It is well known that finger competition is the most promi-
nent phenomenon for rotating Hele-Shaw flows. For the situ-
ation without Coriolis effects the competition between fin-
gers has been investigated experimentally [22], analytically
[23], and numerically [25].

The dynamic aspects of the competition can only be ac-
curately described by taken into account the contribution of
nonlinear effects [23,24,40]. This is precisely what has been
done in Ref. [23], where a second-order weakly nonlinear
analysis has been employed, in which the viscosity contrast
A has a very important role in determining the finger com-
petition behavior. It has been shown that by studying the
prototypical situation involving only a harmonic mode n and
its subharmonic mode n/?2 at the early nonlinear regime, one
could extract very important information regarding the final
outcome of the finger competition events. Under such an
approach finger competition is related to finger length vari-
ability. More specifically, it indicates whether the inner fluid
fingers growing outward have all very similar lengths (char-
acterizing negligible competition) or if some of them are
considerably longer than others (indicating stronger compe-
tition). The complementary analysis for the fingers of the
outer fluid which move towards the center of the cell has also
been established. If Coriolis effects are neglected, this sim-
plified picture [23] still holds at fully nonlinear dynamical
stages involving the action of many interfacial modes, as
definitely substantiated by intensive numerical simulations of
the problem without Coriolis force [25].

Here we turn to the discussion of the finger competition
dynamics, but now focus on its manifestation at fully non-
linear stages of the dynamics when Coriolis effects are taken
into account. By comparing Fig. 5(b) with Fig. 5(d), Fig.
6(b) with Fig. 6(d), and finally Fig. 7(b) with Fig. 7(d), we
notice that regardless the value of A, one of the most con-
spicuous effects of the Coriolis force is to increase the finger
competition of both inward- and outward-moving fingers.
We have verified the robustness of this tendency not only for
the particular cases depicted in Figs. 5-7, but also for a num-
ber of other numerical simulations where various different
initial conditions and distinct parameter values have been
considered.

The numerical simulations for Re # 0 indicate that the vis-
cosity contrast A does not play the special role in determin-
ing the way fingers compete as it did for Re— 0. In the case
without Coriolis if A<<0 an increased (decreased) finger
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length variability is found among outward (inward) fingers
[Fig. 5(b)]. On the other hand, if A>0, an increased (de-
creased) finger competition is observed among inward (out-
ward) fingers [Fig. 7(b)]. Finally, competition events (of both
inward and outward fingers) are largely suppressed if A=0
[as depicted in Fig. 6(b)].

Encouraged by the promising results of Refs. [23,25] for
the situation without the Coriolis force and by the fact that
the fully nonlinear evolution indicates a consistent increase
of the finger competition, we have performed several nu-
merical simulations under the presence of Coriolis effects. In
this particular numerical study we paid special attention to
the weakly nonlinear evolution. Our central goal was to find,
already at early nonlinear stages, a signature for the in-
creased finger competition behavior revealed by Figs. 5(d),
6(d), and 7(d). From our discussion in Sec. II B the weakly
nonlinear patterns can be safely taken as those for which the
longest fingering structure has reached a length of about
1.1R. Unfortunately, while without Coriolis the weakly non-
linear simulations show a very good agreement with the
weakly nonlinear theory carried out in Ref. [23], for Re #0
the numerical results were not as corroborative as we had
hoped. When Coriolis effects are present we have observed
that both finger motions (inward and outward) tend to be
suppressed when compared with the corresponding cases
without the Coriolis force. Consequently, based simply on
the visual inspection of the simulated weakly nonlinear pat-
terns under Coriolis force, it is actually very hard to tell if
there exists a well-defined trend toward increased or de-
creased finger competition behavior. This is in fact the case
no matter what value of A is considered for the simulations.

In contrast to the case without Coriolis force [23,25],
when Coriolis effects are present, our numerical results indi-
cate that the weakly nonlinear evolution is not capable of
accurately capturing the ultimate behavior occurring at fully
nonlinear stages. It is possible that the time dependence of
the relative phases might be a contributing factor for ruining
the possibility of obtaining a conclusive weakly nonlinear
justification for the advanced time behavior under the Cori-
olis force [29]. We must notice that the time scale of the fully
nonlinear regime where the increase in competition is ob-
served is small (given the exponential nature of the growth)
compared with the linear and the weakly nonlinear regime.
However, the precise quantitative connection between the
linear and weakly nonlinear problems with the fully nonlin-
ear aspects of the finger competition dynamics under Corio-
lis effects remains an open question.

IV. CONCLUSIONS

The influence of the Coriolis force on the rotating Hele-
Shaw problem has been studied. By employing a vortex
sheet formalism and by using a modified Darcy’s law which
appropriately includes the Coriolis contribution, a vortex
sheet strength expression for the system has been derived.
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This allowed us to tackle the problem both analytically and
numerically.

On the analytical side, we have calculated a linear disper-
sion relation which reveals that the major effects of the Co-
riolis force come from the normal component of the aver-
aged interfacial velocity. It tends to restrain the purely radial
growth of the fingering structures and introduces a phase
drift which makes the fingers to move contrary to the actual
spin direction of the Hele-Shaw cell. These important linear
predictions are indeed well supported by our numerical
simulation results.

To examine the long-time behavior of the system far into
the nonlinear regime, we performed a series of numerical
simulations. Our simulations demonstrate that the shape and
dynamical evolution of the emerging patterns in the presence
of Coriolis effects are different from those observed when
such effects are neglected. These effects are not necessarily
large, but are quantitatively appreciable and sufficiently in-
teresting. We have found that the most significant conse-
quences at fully nonlinear stages refer to slower radial
growth (higher characteristic time scales), the existence of a
pattern phase drift, and also the occurrence of a finger bend-
ing phenomenon. We find that the magnitude of these
changes depends on the interplay between the Reynolds
number Re and the viscosity contrast A which monitor the
net Coriolis effects. Our simulations suggest that while
growth inhibition and pattern phase drift depend on Re,
finger-bending events are sensitive to changes in the magni-
tude and sign of A. Finally, when Coriolis effects are taken
into consideration, a consistent trend indicating increased
finger competition has been verified numerically.

We believe that our numerical predictions can be ob-
served experimentally with a good wetting fluid presenting a
low kinematic viscosity #/p. For example, as mentioned in
Ref. [22], rotating Hele-Shaw experiments using water sur-
rounded by air already show chiral growth associated with
the Coriolis force. Besides, a more quantitative understand-
ing about the increased finger competition (fully nonlinear)
behavior and its definite connection with the linear and
weakly nonlinear dynamics is still lacking. We hope that the
prospect of plausible experimental tests, plus the existence of
stimulating open questions, will motivate further investiga-
tions on this interesting pattern-forming problem.

ACKNOWLEDGMENTS

J.AM. thanks CNPq (Brazilian Research Council) for fi-
nancial support of this research through the program “Insti-
tuto do Milénio de Fluidos Complexos,” Contract No.
420082/2005-0, and also through the CNPq/FAPESQ Pronex
program. H.G. acknowledges financial support from
FACEPE (Fundacdo de Amparo a Ciéncia e Tecnologia do
Estado de Pernambuco, Brazil) through BPD Contract No.
0008-1.05/07. E.A.-L. acknowledges a Juan de la Cierva
grant from the Ministerio de Educacién y Ciencia (Spain).
J.A.M. acknowledges valuable discussions and ongoing col-
laboration with Alan T. Dorsey.

026305-9



ALVAREZ-LACALLE, GADELHA, AND MIRANDA

[1] H. P. Greenspan, The Theory of Rotating Fluids (Cambridge
University Press, Cambridge, England, 1968).

[2] G. K. Batchelor, An Introduction to Fluid Dynamics (Cam-
bridge University Press, Cambridge, England, 1967).

[3] W. S. Saric, H. L. Reed, and E. B. White, Annu. Rev. Fluid
Mech. 35, 413 (2003).

[4] S. Chandrasekhar, Proc. R. Soc. London, Ser. A 286, 1 (1965).

[5] R. A. Brown and L. E. Scriven, Proc. R. Soc. London, Ser. A
371, 331 (1980).

[6] K. Ohsaka and E. H. Trinh, Phys. Rev. Lett. 84, 1700 (2000).

[7] A. G. Emslie, F. T. Bonner, and L. G. Peck, J. Appl. Phys. 29,
858 (1958).

[8] F. Melo, J. F. Joanny, and S. Fauve, Phys. Rev. Lett. 63, 1958
(1989).

[9] N. Fraysse and G. M. Homsy, Phys. Fluids 6, 1491 (1994).
[10] M. A. Spaid and G. M. Homsy, Phys. Fluids 9, 823 (1997).
[11] L. W. Schwartz and R. V. Roy, Phys. Fluids 16, 569 (2004).
[12] L. W. Schwartz, Phys. Fluids A 1, 167 (1989).

[13] L1. Carrillo, F. X. Magdaleno, J. Casademunt, and J. Ortin,
Phys. Rev. E 54, 6260 (1996).

[14] P. G. Saffman and G. 1. Taylor, Proc. R. Soc. London, Ser. A
245, 312 (1958).

[15] V. M. Entov, P. I. Etingof, and D. Ya. Kleinbock, Eur. J. Appl.
Math. 6, 399 (1996).

[16] L1. Carrillo, J. Soriano, and J. Ortin, Phys. Fluids 11, 778
(1999); 12, 1685 (2000).

[17]J. A. Miranda, Phys. Rev. E 62, 2985 (2000).

[18] C.-Y. Chen and S.-W. Wang, Fluid Dyn. Res. 30, 315 (2002).

[19] D. Crowdy, Q. Appl. Math. 60, 11 (2002); SIAM J. Appl.
Math. 62, 945 (2002).

[20] E. Alvarez-Lacalle, E. Pauné, J. Casademunt, and J. Ortin,
Phys. Rev. E 68, 026308 (2003).

[21] E. Alvarez-Lacalle, J. Ortin, and J. Casademunt, Phys. Rev.
Lett. 92, 054501 (2004).

PHYSICAL REVIEW E 78, 026305 (2008)

[22] E. Alvarez-Lacalle, J. Ortin, and J. Casademunt, Phys. Fluids
16, 908 (2004).

[23] H. Gadélha and J. A. Miranda, Phys. Rev. E 70, 066308
(2004).

[24] J. Casademunt, Chaos 14, 809 (2004).

[25]J. A. Miranda and E. Alvarez-Lacalle, Phys. Rev. E 72,
026306 (2005).

[26] E. Alvarez-Lacalle, J. Ortin, and J. Casademunt, Phys. Rev. E
74, 025302(R) (2006).

[27] S. L. Waters and L. J. Cummings, Phys. Fluids 17, 048101
(2005).

[28] S. L. Waters, L. J. Cummings, K. M. Shakesheff, and F. R. A.
J. Rose, IMA J. Math. Appl. Med. Biol. 23, 311 (2006).

[29] H. Gadélha, N. Brito, and J. A. Miranda, Phys. Rev. E 75,
016305 (2007).

[30] A. Abidate, S. Aniss, O. Caballina, and M. Souhar, Phys. Rev.
E 75, 046307 (2007).

[31] C.-Y. Chen and Y.-C. Liu, Int. J. Numer. Methods Fluids 48,
853 (2005).

[32] C.-H. Chen and C.-Y. Chen, Int. J. Numer. Methods Fluids 51,
881 (2006); 54, 1201 (2007).

[33] H.-C. Cho, F.-C. Chou, M.-W. Wang, and C.-S. Tsai, Jpn. J.
Appl. Phys., Part 2 44, L606 (2005).

[34] K. J. Ruschak, Annu. Rev. Fluid Mech. 17, 65 (1985).

[35] A. Oron, S. H. Davis, and S. G. Bankoff, Rev. Mod. Phys. 69,
931 (1997).

[36] G. Tryggvason and H. Aref, J. Fluid Mech. 136, 1 (1983).

[37] E. Pauné, M. Siegel, and J. Casademunt, Phys. Rev. E 66,
046205 (2002).

[38] G. Birkhoff (unpublished).

[39] E. Alvarez-Lacalle, J. Casademunt, and J. Ortin, Phys. Rev. E
64, 016302 (2001).

[40] J. A. Miranda and M. Widom, Physica D 120, 315 (1998).

026305-10



